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1. Let $X$ be a metric space and $d$ the metric. Show from scratch: If $S$ is a compact subset of $X$, then $S$ is a complete subset of $X$.

2. Let $X$ be a normed vector space and $f : X \to \mathbb{R}$. Assume that $f$ is differentiable at any $x \neq 0$.
   (a) Show that, for fixed $x \in X, x \neq 0$, the real function $g$ given by $g(t) = f(tx)$ is differentiable and find $g'(t)$.

   (b) Assume that there exists a linear bounded map $L$ from $X$ to $\mathbb{R}$ such that $Ly = \lim_{x \to 0} Df(x)y$ for each $y \in X$.
   Here $Df(x)$ is the Frechet derivative of $f$ at $x$.
   Show that $f$ is differentiable at 0 and $Df(0) = L$.
   (You can use the mean value theorem in $\mathbb{R}$ without proof.)

3. Show that
   \[ \sum_{n=1}^{\infty} \frac{1}{n} \sin \left( \left( n - \frac{1}{2} \right) \pi + \frac{t}{n} \right), \]
   converges uniformly in $t \in [-a, a]$ for every $a > 0$ and provides a continuously differentiable function on $\mathbb{R}$.

4. Consider the integral equation
   \[ u(x) = \int_{0}^{1} k(t) \sin(u(x + t))dt + f(x), \quad x \geq 0. \]
   Here $k : \mathbb{R}_+ \to \mathbb{R}$, $f : \mathbb{R}_+ \to \mathbb{R}$ are given, $k$ is continuous, $\int_{0}^{1} |k(t)|dt < 1$, and $f$ is continuous and bounded, $\mathbb{R}_+ = [0, \infty)$.
   (a) Show that there exists a unique solution $u \in BC(\mathbb{R}_+)$. Here $BC(\mathbb{R}_+)$ is the Banach space of bounded continuous functions from $\mathbb{R}_+$ to $\mathbb{R}$ with the supremum norm $\|u\|_\infty = \sup_{x \geq 0} |u(x)|$. (You can use without proof that it is a Banach space, indeed.)

   (b) Let $v \in BC(\mathbb{R}_+)$ be a solution to
   \[ v(x) = \int_{0}^{1} k(t) \sin(v(x + t))dt + g(x), \quad x \geq 0, \]
   with a given $g \in BC(\mathbb{R}_+)$. Show that there exists some $M > 0$ (that does not depend on $f$ and $g$) such that
   \[ \|u(x) - v(x)\|_\infty \leq M\|f - g\|_\infty. \]