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ABSTRACT 

The singular value decomposition technique is useful for matrix factorization and 

dimensionality reduction but becomes computationally expensive for large matrices. 

To address this challenge, the enlarged Golub Kahan Bidiagonalization algorithm is 

studied, which proceeds by enlarging the Krylov subspace beyond a given rank for the 

desired approximation. This method is contrasted with the truncated singular value 

decomposition and randomized singular value decompositions using the same number 

of terms. A single precision is used to extend the scale of the problems that can be 

considered. For large-scale, non-separable image deblurring problems, the sys- tem 

matrix A is approximated using a Kronecker product approximation obtained via the 

aforementioned approximate truncated singular value decompositions for the 

reordered matrix of A. An automatic stopping test is proposed to provide a suitable 

rank for this approximation. The solution of the ℓ1 regularized image deblurring prob- 

lem is considered using isotropic and anisotropic regularization implemented with the 

split Bregman algorithm in double precision. Several numerical experiments demon- 

strate the effectiveness of the presented approaches, showing that the major costs 

are associated with determining the Kronecker product approximation, rather than with 

the cost of the regularization algorithm. Moreover, the enlarged Golub Kahan 

Bidiagonalization algorithm competes favorably with the randomized singular value 

decomposition for estimating the approximate singular value decomposition. 

The hybrid projection framework, here is based on the enlarged Golub Kahan 

Bidiagonalization or the randomized singular value decomposition, is applied to the 

Tikhonov problem in standard form. In this approach, the approximate truncated 

singular value decomposition and the regularization steps are computed entirely us- 

ing single precision. The truncation parameter is determined to minimize the gen- 

eralized cross-validation function based on a predetermined rank related to the ma- 
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trix dimension. Numerical experiments, including image deblurring and tomography, 

demonstrate the effectiveness of these algorithms in producing comparable regularized 

solutions to those obtained in double precision. 

Furthermore, the inversion of three-dimensional problems arising from geophysics 

is considered using iteratively reweighted least squares based on the standard Tikhonov 

problem. Numerical results for different noise levels demonstrate the effectiveness of 

using single precision to generate the system matrices for the geophysics problem and 

for conducting the inversion. 


	M E M O R A N D U M
	Defense Announcement
	ABSTRACT



