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Bayesian Inference for Markov Kernels Valued in Wasserstein Spaces 
 
 

ABSTRACT 
 

 
In this work, the author analyzes quantitative and structural aspects of Bayesian inference 

using Markov kernels, Wasserstein metrics, and Kantorovich monads. In particular, the 

author shows the following main results: first, that Markov kernels can be viewed as Borel 

measurable maps with values in a Wasserstein space; second, that the Disintegration 

Theorem can be interpreted as a literal equality of integrals using an original theory of 

integration for Markov kernels; third, that the Kantorovich monad can be defined for 

Wasserstein metrics of any order; and finally, that, under certain assumptions, a 

generalized Bayes’s Law for Markov kernels provably leads to convergence of the expected 

posterior distribution in the Wasserstein metric to an optimal value. These contributions 

provide a basis for studying further convergence, approximation, and stability properties of 

Bayesian inverse maps and inference processes using a unified theoretical framework that 

bridges between statistical inference, machine learning, and probabilistic programming 

semantics. 
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