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ABSTRACT 
 

This dissertation covers several topics in machine learning and causal inference. First, 

the question of “feature selection,” a common byproduct of regularized machine learn- 

ing methods, is investigated theoretically in the context of treatment e↵ect estimation. 

This involves a detailed review and extension of frameworks for estimating causal 

e↵ects and in-depth theoretical study. Next, various computational approaches to 

estimating causal e↵ects with machine learning methods are compared with these 

theoretical desiderata in mind. We identify several ways to improve current methods 

for causal machine learning and pinpoint several angles for further study. Finally, a 

common method used for “explaining” predictions of machine learning algorithms, 

SHAP, is evaluated critically through a statistical lens. 
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