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ABSTRACT 
 

Goodness-of-fit test is a hypothesis test used to test whether a given model fit the data 

well. It is extremely difficult to find a universal goodness-of-fit test that can test all types of 

statistical models. Moreover, traditional Pearson's chi-square goodness of-fit test is 

sometimes considered  to  be an omnibus test  but  not  a directional test so it is hard to find 

the  source of poor fit when the  null hypothesis is rejected and    it will lose its validity and 

effectiveness in some of the special conditions. Sparseness is such an abnormal condition. 

One effective way to  overcome the  adverse effects  of sparseness is to use limited-

information statistics. In this dissertation, two topics about constructing and using limited-

information statistics to overcome sparseness for binary data will be included. In the first 

topic, the theoretical framework of pairwise concordance and the transformation matrix 

which is used to extract the corresponding marginals and their generalizations are provided. 

Then a series of new chi-square test statistics and corresponding orthogonal components are 

proposed, which are used to detect the model misspecification for longitudinal binary data.  

One of the  important 

conclusions is, the test statistic X?c can be taken as an extension of X&i, the  second 

order marginals of traditional Pearson's chi-square statistic. In the second topic, the research 

interest is to investigate the  effect  caused  by  different  intercept  patterns  when  using 

Lagrange  multiplier  (LM) test  to find the  source of misfit  for two items  in 2-PL IRT model. 

Several other directional chi-square test statistics are taken into comparison. The simulation 

results showed that the intercept pattern does affect the performance  of goodness-of-fit test, 

especially  the  power  to  find the  source of  misfit if the source of misfit does exist. More 

specifically,  the  power  is directly affected  by  the 'intercept distance' between  two  misfit  

variables.  Another  discovery  is,  the  LM test statistic has the best balance between the accurate 

Type I error rates and high empirical  power,  which  indicates  the  LM test  is a  robust test. 
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