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ABSTRACT

This dissertation studies on two research projects: Multiple Change Points Detection

in Linear Models and Statistical Inference for Implicit Network Structures.

In the first project, a new and generic approach to detect change points based

on differential smoothing and multiple testing is presented for long data sequences

modeled as piecewise linear functions plus stationary ergodic Gaussian noise. As

a generalization of the STEM algorithm for peak detection proposed by Schwartz-

man, Cheng and He [57, 19, 17], the method detects change points as significant

local maxima and minima after smoothing and differentiating the observed sequence.

The algorithm, combined with the Benjamini-Hochberg procedure for thresholding

p-values, provides asymptotic strong control of the False Discovery Rate (FDR) and

power consistency, as the length of the sequence, the size of the jumps and the change

of slopes get large. Numerical studies show that FDR levels are maintained in non-

asymptotic conditions and guide the choice of smoothing bandwidth. .

In the second project, identifiability and estimation consistency under mild con-

ditions in hub model are proved. Hub Model is a model-based approach, introduced

by Zhao and Weko [72], to infer implicit network structuress from grouping behavior.

The hub model assumes that each member of the group is brought together by a

member of the group called the hub. Furthermore, this dissertation generalizes the

hub model by introducing a model component that allows hubless groups in which

individual nodes spontaneously appear independent of any other individual. The new

model bridges the gap between the hub model and the degenerate case of the mix-

ture model – the Bernoulli product. Furthermore, a penalized likelihood approach is

proposed to estimate the set of hubs when it is unknown.
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