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Abstract 
The introduction of parameterized loss functions for robustness in machine learning has 

led to questions as to how hyperparameter(s) of the loss functions can be tuned. This thesis 
explores how Bayesian methods can be leveraged to tune such hyperparameters. Specifically, 
a modified Gibbs sampling scheme is used to generate a distribution of loss parameters of 
tunable loss functions. The modified Gibbs sampler is a two-block sampler that alternates 
between sampling the loss parameter and optimizing the other model parameters. The 
sampling step is performed using slice sampling, while the optimization step is performed 
using gradient descent. This thesis explores the  application  of the modified Gibbs sampler 
to alpha-loss,  a tunable loss function with a single parameter  α   [0,    ),  that is designed 
for the classification setting. Theoretically, it is shown that the Markov chain generated 
by a modified Gibbs sampling scheme is ergodic; that is, the chain has, and converges 
to, a unique stationary (posterior) distribution. Further, the modified Gibbs sampler is 
implemented in two experiments: a synthetic dataset and a canonical image dataset. The 
results show that the modified Gibbs sampler performs well under label noise, generating 
a distribution indicating preference for larger values of alpha, matching the outcomes of 
previous experiments. 
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